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Exercise 8:
Autoencoder
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Data Augmentation at Beginning
• Importance:

– Data augmentation is a solution towards limited training 
data

– Also improve generalization ability of your model.

• Two types of data augmentation:
– Offline Augmentation
– Online Augmentation
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Data Augmentation
• Offline Augmentation:

– As a pre-processing step to increase the size of the 
dataset. This is usually done when we have a small training 
dataset. In this case, the size of the augmented dataset is 
fixed.

• Online Augmentation:
– Apply transformations in mini-batches and then feed it to 

the model. So the size of the augmented dataset that the 
model actually sees can be infinitely large.

3



I2DL: Prof. Niessner

Encoder
• Remark: This is a 

typical set up for  
fully-connected 
layers.You can also 
be creative here 
and come up with 
your own 
architecture ☺
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Classifier
• Remark: Here we 

show a very simple 
classifier, but the 
important thing to 
note here is that you 
have to match the 
input shape of the 
classifier to the 
output shape of 
your encoder 
implemented above.
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Simple Encoder-Classifier Model
• Remark: With the given hyperparameters, our 

Encoder-Classifier model can reach an accuracy 
around 70%
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Autoencoder
• Model Architecture:

– As suggested in the exercise notebook, the simplest way 
is to have a symmetric architecture which ensure that 
the latent information can be reconstructed properly.

• Reconstruction Loss:
– In this exercise, we use the mean squared error loss 

between our input pixels and the output pixels. Please 
think what would be the potential drawbacks of this type 
of loss. ☺
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Decoder
• Remark: As 

suggested 
before, we will 
mirror the 
architecture of 
the encoder to 
construct the 
decoder.
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Autoencoder Training
• Remark: The 

hyperparameter 
and the trainer 
here is similar to 
our previous 
training of the 
encoder-classifier 
model. 
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Reconstruction Analysis
• We can see that the reconstructed digits 

look similar to the original ones, but they 
are more blurry. 

• The reason of this are mainly two aspects:
– First, out latent dimension might be too small 

so that we lost some useful information
– Second, the L2 reconstruction loss that we 

use essentially converge to a mean value, 
which we would lose the sharpness.
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Transfer Learning
• Now, we come to the most important part of this 

exercise, which we take the pretrained encoder and 
our classifier to build our final model, and trained on 
only the labelled data
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Transfer Learning
• Remarks: With 

the example 
hyperparameters
, we can reach an 
accuracy at 
around 80%  
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Batch Normalization (Optional)
• Remarks: This is a computational graph of the forward 

pass and the backward pass of the batch 
normalization. It could help you better understand the 
flow of computation
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Source: 
https://kratzert.github.io/2016/02/12/understanding-the-gradient-flow-th

rough-the-batch-normalization-layer.html
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BatchNorm-forward
• Remarks: Note the 

difference 
between training 
phase and testing 
phase
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BatchNorm-backword
• Remarks: Utilize 

the 
computational 
graph of batch 
normalization 
will help you 
understand the 
backward pass 
☺
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BatchNorm-Training Results
• Remarks: As can 

be seen from the 
tensorboard, the 
model with batch 
normalization 
(blue curve) 
results in better 
performance on 
both training and 
validation set
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Dropout (Optional)
• Remarks: Dropout is 

a regularization 
technique for neural 
networks by 
randomly setting 
some features to 
zero during the 
forward pass
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Dropout-forward
• Remarks: Note 

that we will not 
‘drop’ neurons at 
test time

18



I2DL: Prof. Niessner

Dropout-backward
• Remarks: Note the 

difference between 
training phase and 
testing phase that 
we don’t apply 
dropout at test time
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Dropout-Training Results
• Remarks: As can be 

seen from the 
tensorboard, the 
model with dropout 
has slightly higher 
training loss, but 
the model would 
perform better on 
the validation set. 
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Questions? Piazza 
☺
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