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Exercise 4: Solution
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Loss: BCE – Forward method
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Loss: BCE – Backward method
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Classifier: Sigmoid
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Classifier: Forward method
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Classifier: Backward method
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Keep the dimensions of the arrays
in mind:
X: [N, D]
y: [N, 1],
dW should be of shape [N, D] as it
contains a gradient of the output
w.r.t. W for each sample (N: 
number
of samples). The average over all
samples is taken in the solver step.
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Optimization
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Optimizer: Step method
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Solver: Step method
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Model and loss_func return 
(forward, backward) when called, 
cf. __call__() in their base classes.

Mind the dimensions of all 
elements. In particular, we want to 
update W (via opt.step()) with an 
array of the same shape, i.e., [1, D]
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Questions? Piazza
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